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ABSTRACT

Artificial intelligence (AI) must be governable and interoperable to ensure that it re-

duces existing inequalities without creating new divides. Building on the 2019 Group 

of Twenty (G20) Communiqué and the Organization for Economic Cooperation and 

Development (OECD) guidelines, this policy brief presents a roadmap for the practical 

implementation of AI regulation. 

A multi-stakeholder approach towards AI governance can contribute to establishing 

legitimate and trusted global standards that function as decisive tools in stewarding 

increasingly digitally oriented societies towards complete social inclusion. The chal-

lenge is transnational and thus, cooperation must also flow across borders. The G20 

has a key role in this endeavor. 

ــادل لضمــان قدرتــه علــى الحــد مــن  ــاً للتشــغيل المتب ــاً للحوكمــة وقاب يجــب أن يكــون الــذكاء الاصطناعــي قاب
حــالات عــدم المســاواة القائمــة دون إحــداث فجــوات جديــدة. وانطاقًــا مــن البيــان الرســمي لمجموعــة العشــرين 
لعــام ٢٠١٩ والمبــادئ التوجيهيــة لمنظمــة التعــاون الاقتصــادي والتنميــة )OECD(، يعــرض موجــز السياســة هــذا 

خارطــة طريــق للتطبيــق العملــي للوائــح التنظيميــة للــذكاء الاصطناعــي.

يمكــن أن يســهم نهــج أصحــاب المصلحــة المتعدديــن بخصــوص حوكمــة الــذكاء الاصطناعــي فــي وضــع معاييــر 
عالميــة شــرعية وموثــوق بهــا، والتــي تعمــل كأدوات حاســمة فــي توجيــه المجتمعــات ذات التوجــه الرقمــي نحــو 
الإدمــاج الاجتماعــي الكامــل. وهــذا التحــدي عابــر للحــدود، وبالتالــي، يجــب أن يتخطــى التعــاون الحــدود أيضًــا. حيــث 

تــؤدي مجموعــة العشــرين دورًا رئيســيًا فــي هــذا المســعى.
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CHALLENGE

Artificial intelligence (AI) refers to the designing and building of intelligent agents 

that receive precepts from the environment and take action in response to the de-

tected contexts (Russell and Norvig 2009). While AI is hardly a recent invention, it is 

being increasingly used in the provision of public services to support decision-making 

processes, to interact with citizens, or to streamline government procedures. Howev-

er, most systems that were developed are characterized by low levels of transpar-

ency, public awareness, and supervision and liability measures. The use of complex 

and opaque algorithms is an important challenge in “normal” times. It becomes even 

more important given the role of AI in many countries as part of the fight against 

the coronavirus disease (COVID-19) pandemic through special applications (apps) and 

other means of data selection. 

The future depends not only on technical advancements, but also on collective intelli-

gence and political choices (Mulgan 2018). The successful incorporation of AI requires 

public administrations to redefine strategies based on the use of new technologies 

and to develop adequate governance structures. The Group of Twenty (G20) lead-

ers have already moved in accordance with this motivation. They have expressed the 

need to help societies adapt to the digital transformation of our economies in the 

2019 Communiqué and endorsed the OECD’s Artificial Intelligence Principles, stating 

the need for an AI centered on people. 

Despite these efforts, little progress has been made on the governance aspect of AI 

and the regulations that are needed to reach those objectives. Moreover, differences 

across the G20 countries are already surfacing in terms of their capacity to design 

and use AI, and the elaboration of principles and strategies for its development at the 

national, regional, and local levels.1 The lack of coordination can lead to a fragment-

ed governance landscape that exacerbates pre-existing inequities, prevents citizens 

from accessing equal rights across jurisdictions, and produces new types of divides 

1.  Estonia, for instance, brought together a group of experts from the public and private sectors to work on 

a bill that encompasses AI in a comprehensive manner. Singapore recognized the need for a regulatory 

framework for AI, but initially adopted a lighter approach meant to promote its further development. 

China presented the objectives of its plan and launched a code of conduct addressing the questions 

of the values of AI. The state of California, in the US, enacted one of the strictest laws on personal data 

protection, emulating the European General Data Protection Regulation (Crawford et al. 2019). For a 

detailed description, see Pomares and Abdala (2020).
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between countries and regions (Cihon 2018). Likewise, a race in which governments 

compete to attract AI industries through national incentives may fail to foster the 

oversight needed to mitigate the risks associated with these processes (Bostrom 

2014). It is not only a technical issue, but a cultural and geopolitical one.

AI must be governable and, therefore, defining common global standards and policy 

options that foster dialogue with both public and private institutions is decisive in 

stewarding increasingly digitally oriented societies toward complete social inclusion.

CHALLENGE
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PROPOSAL

The discussion about the way ahead involves regulatory and policy options, which can 

be interpreted as the “sustained and focused control exercised by a public agency 

over activities that are valued by the community” (Selznick 1985). The goal is to ensure 

the sustainable, transparent, and inclusive development of AI in governments, while 

reducing existing inequalities rather than creating new divides. The policy options 

discuss four important aspects: 1) identifying the key concepts and systems subject 

to one or more of the procedures, 2) the exercise of control, 3) the agents responsible 

for this control, and 4) the integrity of the process itself.

Proposal I

Establish a common language and define the key concepts surrounding AI

Governments are recognizing the need for the governance that AI creates, but the 

national and regional initiatives produced so far lead to rather abstract statements 

based on principles and values, possessing few specific recommendations. Ideas such 

as “fairness” and “security” are contested concepts that require contextual interpreta-

tion. Agreements on their relevance hide the sources of political and ethical conflict 

contained in each key concept (Imbrie and Kania 2019; Mittelstadt 2019) and conceal 

a geopolitical race as values generated in a sociopolitical context fuel soft as well as 

hard military power (Ortega 2020). This ambiguity will make it difficult to translate 

vague principles into concrete action. 

Therefore, to define the subject of the regulation, a first step would be to develop a 

common understanding of the meaning of the core concepts for AI development and 

governance. The G20 functions as a forum for executive debate that encompasses 

the major economies and more relevant political powers of the world. It could con-

vene technical experts from academia and industry to explore shared concepts, con-

cerns, and research agendas that involve key issues on AI systems. It could consider 

alternate framings and build the appropriate terminology, while also identifying the 

issues in dispute. Such a multi-stakeholder and multilevel engagement can facilitate 

future dialogue and could become the basis for further cooperation in which AI serves 

collective intelligence, not the other way around. Over time, the presence of clear, 

shared definitions of the factors that influence the design, development, and the de-

ployment of AI techniques can help improve transparency and promote a foundation 

for continued and collaborative initiatives to promote AI safety and security. This co-

operation would also allow the G20 to become a reservoir of AI knowledge. This can 

be achieved by sharing the best practices to guide technical innovation among and 

within G20 countries, developing policy approaches to deal with common concerns, 

and monitoring its implementation.
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Proposal II 

Move beyond ethical principles

A second aspect refers to the exercise of control, and the tools through which this can 

be achieved. AI governance is not only a matter of setting up common general ethical 

principles, but also of operationalizing them and embedding them in the programs 

and in the real algorithms. 

In addition to the conceptual differences already mentioned, the operationalization 

of these principles is a complex process in its early stages. Their implementation is 

based on the assumption of goodwill from the actors involved and does not propose 

concrete incentives to achieve the goals that are being set. The gap between intent 

and practice is large and its documentation remains lacking (Fjeld and Nagy 2020; 

Mittelstadt 2019). The proposals advocated by the European Commission (2019) and 

the Institute of Electrical and Electronic Engineers (IEEE 2019) are more advanced, 

in particular, in the difficult issue of translating principles into actual code and algo-

rithms.

To move beyond principles and fully address these challenges, a certain degree of 

international agreement is required. Common rules and regulations could potential-

ly take the form of standards (Austin 1995; Baldwin, Cave, and Lodge 2012) that help 

define technical systems and usher in their social impact (Cihon 2018). Standards can 

provide the guidelines required to develop new technologies as well as the safety 

procedures to foster this in a controlled manner. By establishing shared ground-rules, 

they can reduce the risks in both international and market competition, thereby sup-

porting policy goals where global governance (the governance of increasingly auto-

mated decision systems) is needed. International standards could change the context 

in which AI is researched, developed, and implemented, simultaneously dealing with 

the geopolitical and cultural differences at hand and disseminating best practices at 

the global level. 

The scope for standards is not predetermined, and many forms can impact the de-

velopment of automated systems such as ethical, humanitarian, legal, and political 

normative frameworks. They do not have to be completely uniform globally. The im-

portant concept is “interoperability,” which denotes a common ground from which AI 

algorithms and machines can operate together.

As the G20 leaders stated in the 2019 G20 Ministerial Statement on Trade and Digital 

Economy, “governance in the digital era needs to be not only innovation-friendly but 

PROPOSAL
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also innovative itself, while not losing legal certainty.” International standards, frame-

works, and regulatory cooperation can help in this regard. Especially in the current 

context, in which key governments, including China and the US,2 have voiced prior-

ities for developing international AI standards which may become increasingly con-

tentious over time, as has been witnessed in telecommunications.

Proposal III 

Map the agents and organizations responsible for the governance of AI

The process of generating standards has often been conceived as a technical one. 

However, defining standards often carry significant implications on the trajectories 

on which technologies and markets evolve, providing leverage to those who lead the 

development of standardized technologies (Seaman 2020). Thus, the ability to define 

standards is a part of international power competition.3 As the field is therefore sus-

ceptible to strategic and geopolitical considerations, generating a multi-stakeholder 

approach for the creation, dissemination, and enforcement of standards can foster 

trust among states, researchers, and possible competitors. 

Specialized agencies can be created to carry the task forward. However, there are al-

ready international standards bodies in place who govern socio-technical issues and 

possess the institutional capacity to achieve expert consensus and both propagate 

and enforce standards across the world. Examples of these are the International Orga-

nization for Standardization, an independent NGO, and the International Electrotech-

nical Commission. Moreover, the IEEE Standards Association (an engineers’ profes-

sional organization that has addressed protocols for products, software engineering 

management, and autonomous systems design) and the ITU (which has historically 

played a role in standards for information and communications technologies) are of 

relevance. Some of these bodies are not intergovernmental, but private, and are re-

spected and abided. 

International standards bodies can serve as focal points through which opposing 

perspectives can be reconciled, providing a common governance framework from 

which to build further agreement. Moreover, setting successful standards will require 

2.  The US Executive Order on “Maintaining American Leadership in Artificial Intelligence” identified 

international standards as a priority (NIST 2019). Likewise, in 2018, China Electronics Standardization 

Institute, within the Ministry of Industry and Information Technology, launched an “AI Standardization 

White Paper” advising the government to promote a set of universal regulatory principles and standards 

to ensure the safety of AI technology.

3.  Until now, the field has mostly been dominated by the United States, Europe, and Japan, but China’s 

ability to transform this landscape is also expanding with the growth in its capacity to propose core 

innovations in a growing number of emerging technological fields, such as 5G, but clearly involving AI.

PROPOSAL
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coordinated efforts from the AI community (within the private sector, academia, gov-

ernments, and international and transnational bodies), external stakeholders, and 

engagement groups (such as the Think 20 and Business 20). This would enable the 

active promotion of their development and use, since public, private, and research 

institutions need to be included in the discussion. 

International treaties, national requirements, and other global pressures can also con-

tribute to the dissemination of standards once they have been established. For in-

stance, national regulations can allude to existing standards and instruct compliance 

de jure. Meanwhile, the World Trade Organization’s Agreement on Technical Barriers 

to Trade mandates WTO members to use international standards where they exist 

and are effective and appropriate. Likewise, the leadership of the G20 could play a key 

role in providing an initial roadmap toward global solutions where national rules may 

fall short. To this end, the G20 could discuss potential standards and their posterior 

commitment to promoting their adherence globally.

Proposal IV 

Ensure accountability and transparency and foster legitimacy

Building common understanding, designing standards, and empowering oversight 

authorities are fundamental steps to curtail the challenges that AI systems entail. 

However, many have stated that when public authorities delegate decision-making 

powers to AI, a series of gaps emerge. This is especially pronounced in the case of au-

tomated decision systems. These are data-driven tools used to analyze datasets and 

generate scores, predictions, classifications, or some recommended actions deployed 

to make decisions that impact human welfare (Richardson 2019). It is the integrity 

of the procedures as a whole—their transparency, accountability, and legitimacy—

which would ensure that AI works for all and that people trust public policy. 

First, standards should not only be discussed and implemented by technocrats and 

specialists. Given the potential and observed impact of these systems on the lives and 

rights of people, there is a need for a commitment from G20 leaders to make infor-

mation publicly available. This would allow the public to meaningfully assess how sys-

tems implemented for public policy function and how they are being used, thereby 

ensuring transparency and empowering people.

Second, organizations that develop software must be able to demonstrate due dili-

gence in their creation, documenting the codes that are written (stating by whom, 

when and why) and which software and data libraries are being used. They must also 

PROPOSAL
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undertake appropriate testing before the software are released and monitor them 

while the code is in use (Bryson 2018). This would allow for transparency as well as 

accountability.

Finally, the G20 countries should adopt clear procedures relating to the collection, 

usage, storage, and sharing of personal information in the context of developing 

and implementing a given AI system in a privacy-preserving manner, allowing for 

informed consent. 

To achieve these policy options, online global public consultations and other innova-

tive methods could be put in place to help participation and information dissemina-

tion.

The role of the G20

AI is a growing international challenge that requires coordinated global responses. 

This does not imply, however, that all technology governance must be global. Re-

gions, states, and cities must be able to respond to the specific social, economic, and 

cultural demands of their citizens. However, the most important principle is interop-

erability. Therefore, defining comparable global standards will be decisive in manag-

ing the digital transition. Many of the corporations creating AI systems operate across 

national boundaries; as a result, geopolitical and cultural differences would arise. 

Therefore, we will require institutional guidelines for transnational coordination. As 

such, standards can provide the infrastructure needed to develop new technologies, 

as well as the required safety procedures to do so in a controlled manner, making sure 

AI and automated decision systems work for many.

The role of the G20 in aligning interests and leading such processes will be crucial 

in stimulating establishment, adoption, and dissemination of standards, as it helps 

them grow in influence. As a central forum for debate and dialogue that brings to-

gether the main political and economic forces of the world, the G20 is the best plat-

form to lead the conversation on the future of digital governance and respond to one 

of the biggest challenges our world is facing today. The involvement of the interna-

tional community and experts in this process will contribute to the development of 

better, transparent, and legitimate standards. By engaging in this debate, the G20 

has the potential to become a leading space of dialogue for creating a new architec-

ture for the 21st century. It would thus manage the transition to a multi-stakeholder 

AI governance, and ensure a better future for all.

PROPOSAL
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Disclaimer

This policy brief was developed and written by the authors and has undergone a peer 

review process. The views and opinions expressed in this policy brief are those of the 

authors and do not necessarily reflect the official policy or position of the authors’ 

organizations or the T20 Secretariat.
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